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ABSTRACT

The Alternating Variable Method (AVM) has been shown to be a surprisingly effective and efficient means of generating branch-covering inputs for procedural programs. However, there has been little work that has sought to analyse the technique and further improve its performance. This paper proposes two new local searches that may be used in conjunction with the AVM, Geometric and Lattice Search. A theoretical runtime analysis shows that under certain conditions, the use of these searches is proven to outperform the original AVM. These theoretical results are confirmed by an empirical study with four programs, which shows that increases of speed of over 50% are possible in practice.
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F.2.2 [Analysis of Algorithms and Problem Complexity]: Non-numerical Algorithms and Problems
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1. INTRODUCTION

First proposed by Korel [8], the Alternating Variable Method (AVM) is a simple local search strategy has been shown to be surprisingly effective for covering branches of procedural programs. In a recent empirical study by Harman and McMinn with a range of C programs, the AVM was able to cover the majority of branches faster than a Genetic Algorithm [6]. This suggests that the underlying fitness landscape for covering individual program branches is relatively simple most of the time, with more “heavy-weight” population-based approaches like Genetic Algorithms only required in a minority of cases [11]. Despite this, there has been relatively little work devoted to analysing and improving the performance of the AVM technique.

The AVM can be regarded as a general framework in which a local search strategy is applied to each individual input vector variable in turn. In this paper, we view the local search strategy to be a component of the overall framework that may be substituted for another. The original AVM applied an accelerated hill climb that we refer to as Iterated Pattern Search (IPS), where “exploratory” moves in a direction of fitness improvement are proceeded by larger “pattern” steps in the same direction. In this paper, we propose to replace IPS with two new approaches for exploring individual dimensions of the input vector—Geometric Search and Lattice Search. Geometric and Lattice Search are elimination searches that are able to find the optimum of a one dimensional function that is unimodal on a given interval. They work by comparing the fitness values of two points at predetermined positions, using the result to select a new but smaller sub-range. The algorithm iterates until it is left with one point. Whereas Geometric Search splits the range in two by comparing the middle two positions, Lattice Search compares points that are offset by Fibonacci numbers.

We examine all three variants of the AVM theoretically and empirically. While prior theoretical runtime analyses of the original AVM with IPS involved specific programs and branches [1, 2], we furnish a more general result, proving that for all unimodal functions Geometric and Lattice Search are faster than IPS, when used in the framework of AVM. In a more general sense, Geometric and Lattice Search converge faster to local optima than IPS. These theoretical results are complemented by an empirical study on open source programs. On most branches our new local searches perform significantly better than IPS. This includes unimodal landscapes, in agreement with our theory, as well as non-unimodal ones, where the assumptions of our theory are not met. This indicates that faster convergence to local optima is beneficial on a broad range of instances. The only departure from this pattern was found for one complex landscape of a type for which—as observed in prior studies [6, 11]—a Genetic Algorithm is significantly better than AVM.

The contributions of this paper are therefore as follows:

1. Two new input variable search strategies for use with the AVM, Geometric Search and Lattice Search (Section 5).
2. A theoretical runtime analysis of the AVM with Geometric and Lattice Search, with extended results for the original AVM approach employing IPS (Section 4). Geometric and Lattice Search are proved to have faster runtimes for unimodal fitness landscapes (Sections 5.1 and 5.2).
3. An empirical analysis of the AVM, comparing IPS, Geometric and Lattice Search on four programs, including unimodal and non-unimodal functions, complementing our theoretical results on unimodal functions and providing additional evidence that our local searches also speed up search on non-unimodal functions, possibly due to their faster convergence to local optima (Section 6).

We begin by giving important background to search-based testing, the AVM, as well as introducing theoretical runtime analysis.
2. BACKGROUND

2.1 Representation and Fitness Function

The fitness function for covering individual program branches is a multivariate function \( mf(\vec{x}) \rightarrow \mathbb{R} \), that takes an input vector \( \vec{x} = [x_1, x_2, \ldots, x_n] \), i.e., an ordered list of arguments that are passed to a procedure. In this paper, we assume \( \vec{x} \) can be modelled as a sequence of integers (i.e., floating point values are permissible so long as a finite precision is used). The fitness function measures how close an input vector was to executing a target branch. It is minimised by the search, with a zero value indicating an input that covers the branch. The fitness function has two components. The approach level relates to the decision points in the program appearing en route to reaching the target branch. In terms of the program’s control dependence graph, the approach level is equal to the number of nodes unexecuted by \( \vec{x} \) on which the branch is transitively dependent control. The branch distance is computed from the values of variables at predicates where control flow diverged from the target branch. As an example, the branch distance of the predicate \( x_1 = x_2 \), is given by the formula \( |x_1 - x_2| \) (see the survey paper by McMinn [12] for a full list of rules and formulas). Because the maximum branch distance is not known, the normalisation function \( \text{norm}(d(\vec{x})) = 1 - 1.001^{-d(\vec{x})} \) is used, where \( d(\vec{x}) \) is the raw branch distance and \( \text{norm}(d(\vec{x})) \) is the normalised branch distance. The full fitness value is computed by normalising the branch distance and adding it to the approach level, i.e., \( mf(\vec{x}) = a(\vec{x}) + \text{norm}(d(\vec{x})) \) [18].

2.2 The Alternating Variable Method (AVM)

The AVM can be viewed as a general framework that proceeds from a random starting point in the search space, and works by calling a local search function on each element of the input vector in turn. That is, while the local search is performing "moves" on one component of the vector, the values for all other dimensions remain fixed. If, during this search, a fitness of zero is found, the AVM terminates with the branch-covering input. If, however, a local optimum is reached, the AVM advances to the next element. If fitness cannot be improved after cycling through all elements, the AVM restarts from another randomly-generated input, continuing the search for a branch-covering input until the number of fitness function evaluations exceeds a predefined maximum.

Algorithm 1 describes the AVM framework more formally. The algorithm transforms the multivariate fitness function \( mf \) into a one dimensional projection \( f \) (line 4). The function \( f \) is equivalent to evaluating \( mf \) with an input vector where all components except \( x_i \) are set to constants and \( x_i \) is substituted by the free parameter \( x \). The function \( f \) is passed to a local search algorithm called \text{local_search}, along with \( x_i \), the starting point for the search. The fitness function keeps track of the number of fitness evaluations, maintaining a mapping of previously evaluated vectors to their corresponding fitness values. Once a branching-covering input vector is found, or when the number of evaluations exceeds the maximum (i.e., the search has failed), an exception is raised to terminate the search (not shown in our algorithms for space and simplicity).

2.3 Runtime Analysis

Runtime analysis has established itself as a leading theory in randomised search heuristics, with many new results in the last 10–15 years [16, 3]. Problems studied in search-based software engineering include computing input-output sequences [9, 10], test input generation [2], and project scheduling [14].

Arcuri, Lehre, and Yao [2] were the first to present an runtime analysis of search-based input generation. They focussed on the triangle classification problem, which involves three integer variables describing side lengths of a potential triangle. The task is to classify the input as a scalene, equilateral, or isosceles triangle, or not representing a triangle. Their analysis was limited to the time for covering the equilateral branch of the problem. If the range contains \( n \) numbers, the expected time of random search is \( \Theta(n^2) \). Hill climbing needs expected time \( \Theta(n) \), i.e., in every iteration a single variable is increased or decreased by 1. For the AVM they proved an upper bound of \( O((\log n)^2) \) and a weaker lower bound of \( \Omega((\log n)^2) \).

Later on, Arcuri [1] extended the analysis of the AVM to all branches of the triangle classification problem, showing that the expected running time is bounded from above by \( O((\log n)^2) \) on all branches. Braches with many global optima only need \( O(\log n) \) time. In this paper we extend his results by proving an upper bound of \( O((\log n)^2) \) for all strictly unimodal functions (and functions with further global optima).

3. PRELIMINARIES

A function \( f \) is called strictly unimodal if it only has a single local optimum. If \( f \) is to be minimised (the case of maximisation is symmetric) this means that

\[ f(\ell_1) > f(\ell_2) > f(\text{opt}) < f(r_1) < f(r_2) \]

for all \( \ell_1 < \ell_2 < \text{opt} < r_1 < r_2 \), where \( \text{opt} \) is the global minimum of \( f \). In other words, if \( D \) is the domain of \( f \), \( f \) is strictly decreasing on \( D \cap (-\infty, \text{opt}) \) and strictly increasing on \( D \cap (\text{opt}, \infty) \).

We consider the running time of local searches used within the framework of AVM. Thereby we count the number of function evaluations or fitness evaluations made by local search until an optimum is found for the first time. The motivation for considering fitness evaluations is that such an evaluation is the most costly operation as it involves simulating the program. In some cases we count unique fitness evaluations, i.e., the number of different search points evaluated. This reflects the fact that it is easy to cache past evaluations, so evaluating the same point twice only incurs insignificant additional cost.

In our analyses we consider minimising a function \( f : D \rightarrow \mathbb{R} \) for a finite domain \( D \subset \mathbb{Z} \). For ease of presentation, we assume \( f(x) = \infty \) for all \( x \notin D \). This includes settings where \( f \) is the branch distance before or after normalisation. The precise choice of a normalisation function is irrelevant in our work; all local searches analysed in this work only use information about the ranks of search points. So every strictly increasing normalisation function leads to the same sequences of search points queried and hence the same performance.

In previous work [1, 2] the authors derived performance results with regard to the size \( n \) of the domain, e.g., \( \{1, \ldots, n\} \) or \( \{-1/2, 1, \ldots, n/2\} \). Here we consider the initial distance \( d \) to the optimum instead, as this distance governs the running time of all local searches considered in this work. As \( d \leq n \) upper running time bounds using \( d \) are generally stronger than those using \( n \).
4. ANALYSIS OF THE ORIGINAL AVM

4.1 Original AVM with IPS

The original AVM due to Karel [8] uses the following local search, shown in Algorithm 2, that we name Iterated Pattern Search (IPS). Starting at \( x \), IPS first evaluates points \( x - 1 \) and \( x + 1 \) to identify a gradient. Unless \( x \) is a local optimum, it then performs a so-called pattern search, moving in the direction of decreasing \( f \)-values. The step size doubles with each step, so when the gradient is towards increasing indices IPS traverses the points \( x, x + 1, x + 1 + 2, x + 1 + 2 + 4, \ldots, x + 1 + 2 + 4 + \cdots + 2^i \).

Since \( \sum_{j=0}^{i} 2^j = 2^{i+1} - 1 \) this sequence is equal to \( x, x + 2^1, x + 2^1 - 1, x + 2^2 - 1, \ldots, x + 2^{i+1} - 1 \).

Pattern search stops if the next point does not improve the fitness, which happens on unimodal functions when the optimum is being overshot. This process is iterated; that is, IPS then starts another exploration. If the function is unimodal, IPS gets close to the optimum over time. However, this line search can be relatively slow. The following result shows that the lower bound from Theorem 1 still holds.

\[
\text{Algorithm 2 Iterated Pattern Search, starting at } x \in D
\]

1: while true do
2: \( \text{if } f(x - 1) \geq f(x) \text{ and } f(x + 1) \geq f(x) \text{ return } x \)
3: \( \text{if } f(x - 1) < f(x + 1) \text{ then } k := -1 \text{ else } k := 1 \)
4: while \( f(x + k) < f(x) \) do
5: \( \text{let } x := x + k, k := 2k \)

4.2 Upper Bound for Original AVM

We start our investigations with Iterated Pattern Search, the local search used in the original AVM [8]. An upper bound \( O(\log^2 n) \) (for domain size \( n \)) was proven for AVM with IPS in [2], for the special case that there is a linear relationship between the function value and the distance to the optimum. The following statement holds for arbitrary strictly unimodal functions.

**Theorem 1.** Consider iterated pattern search on a strictly unimodal function \( f \) where \( d \) denotes the initial distance from the starting point to the optimum. Then IPS finds an optimum after querying at most \( 4 + 8 \log d + (\log d)^2 \) values. This also holds for functions \( f \) that result from a strictly unimodal function \( f' \) and assigning function values arg \( \min(f') \) to further points.

The last statement implies that we get an upper bound of order \( O((\log d)^2) \) for many further common functions. Examples are functions where \( x \) is a global optimum and all points \( x > x^* \) or \( x < x^* \) are global optima as well. In particular, all functions considered in Arcuri’s work [1] are covered by this statement. However, for functions with many global optima the upper bound may not be tight [1].

**Proof of Theorem 1.** We allow the algorithm to traverse points outside of \( D \), but assume that all \( x' \notin D \) are worse than all \( x \in D \).

We consider passes of IPS, corresponding to one iteration of the outer while loop in Algorithm 2: a pass starts with an exploratory search examining the two neighbouring solutions of the current point (index \( \pm 1 \)). It then performs a pattern search, doubling the distance travelled in each step. Note that a pass starting with the optimum makes exactly 3 queries. If a pass queries points up to a distance of \( \sum_{j=0}^{i} 2^j = 2^{i+1} - 1 \) from the initial value, it queries \( i + 3 \) values.

Without loss of generality assume that the current position is 0 and the optimum is at \( d \). If \( d = 1 \) we need 4 queries, hence we assume in the following that \( d \geq 2 \). We claim that within at most \( 2^k - 1 \) the distance to the optimum has been reduced to at most \( d/2 \). Let \( i \) be the unique integer such that \( 2^i - 1 \leq d < 2^{i+1} - 1 \). Note that pattern searches \( 2^i - 1 \) and \( 2^i + 1 - 1 \) as the points are strictly improving in \([0, 2^i - 1] \). We consider two cases. First assume that \( 2^i - 1 \) is better than \( 2^{i+1} - 1 \). Then pattern search stops at \( 2^{i} - 1 \) and since \( d \leq 2^{i+1} - 2 \) the new distance to the optimum is at most \( d/2 \). The number of queries made is at most \( \log d + 4 \).

Now consider the case that \( 2^i - 1 \) is worse than \( 2^{i+1} - 1 \). This implies \( 2^i - 2^i + 1 - 2 \). Then pattern search will query \( 2^i + 1 - 2 \) and stop at \( 2^i + 1 - 2 \) is worse than \( 2^{i+1} - 1 \). The second pass will traverse positions \( 2^{i+1} - 2^i, 2^{i+1} - 2^{i+1} - 2^i, \ldots \). Since by unimodality all points in \([0, 2^i] \) are increasingly better, pattern search will stop at some \( 2^i + 1 - 2^j \) with \( 0 \leq j \leq i \). As the optimum must be within \([\max(2^i, 2^{i+1} - 2^j), 2^i + 2^j - 2^{i+1}] \), and the new current point is \( 2^i + 2^j - 2^{i+1} \), the distance between the current point and the optimum has decreased to at most \( 2^j \) for \( j < i \) and \( 2^{i+1} - 2^{i+1} \) for \( j = i \). In both cases the new distance is bounded by \([d/2] \).

In the worst case, we need one pass querying up to \( i + 4 \) values, and a second pass querying up to \( i + 3 \) points. The total is \( 2i + 7 \leq \log d + 7 + 7 \) as \( d \geq 2^i \).

The total number of queries made, \( T(d) \), is then subject to the following recurrence: \( T(0) = 3, T(1) = 4, \) and \( T(d) \leq 2\log d + 7 + T([d/2]) \) for \( d > 1 \). Due to all floor functions, we get the same recurrence for \( T(d) \) as for \( T(2\log d) \). Solving the latter gives

\[
T(d) \leq \sum_{k=1}^{[\log d]} (2k + 7) + T(1)
\]

\[
\leq 7[\log d] + 2 \cdot \frac{(\log d)((\log d) + 1)}{2} + T(1)
\]

\[
\leq 4 + 8 \log d + (\log d)^2.
\]

The last remark of the statement holds true since adding further global optima can only decrease the expected time until some global optimum is found.

4.3 Original AVM is Slow in the Worst Case

The following result shows that the lower bound from Theorem 1 is asymptotically tight. Both bounds together show that the worst-case running time of IPS is of order \( \Theta((\log d)^2) \), when initial points up to distance \( d \) are allowed.

**Theorem 2.** Consider iterated pattern search minimising an arbitrary unimodal function \( f \). If there are feasible starting points with distances \( 0, 1, \ldots, d \) to the optimum, the worst case number of unique fitness evaluations is at least

\[
\frac{(\log d)^2}{10} - O(\log d).
\]

**Proof.** We can assume w.l.o.g. that the optimum is at position 0. If the domain \( D \) is bounded on one side, we consider an extended function \( f' \) where the domain is \( \mathbb{Z} \) and \( f'(x) = \infty \) for all \( x \notin D \).

Define \( T_{e}(\ell, r) \) as the number of different search points evaluated when IPS starts in \( s \), counting evaluations from the set \( \{\ell, \ldots, r\} \) only. If \( s \notin D \) we let \( T_{e}(\ell, r) := \infty \). Let \( T(\ell, r) := \min\{T_{e}(\ell, r), T_{e}(\ell, r)\} \) be the fastest time starting from \( \ell \) or \( r \).

Define \( \ell_0 = r_0 = 0 \) and \( T(\ell_0, r_0) = 1 \). Assume we have \( \ell_i \leq 0 \leq r_i \) for some \( i \in \mathbb{N}_0 \), such that \( \ell_i \) and \( r_i \) are not both outside \( f\)'s domain. Let \( \Delta_i := 2^{i(\log(r_i - \ell_i) + 1)} \) for \( i \in \mathbb{N} \) and \( \Delta_0 := 1 \) be the smallest power of 2 such that \( \Delta_i > r_i - \ell_i \).
We define new points \( \ell_{i+1}, r_{i+1} \) according to the following case distinction. First assume \( f(\ell_i) > f(r_i) \), which implies \( f(x) > f(r_i) \) for all \( x \leq \ell_i \). It also implies that \( r_i \) exists. Let \( r_{i+1} := r_i + \Delta_i - 1 \) and \( \ell_{i+1} := r_i - 2\Delta_i + 1 \). If IPS starts at \( r_{i+1} \), it will sample points at
\[
r_{i+1}, r_{i+1} - (2^j - 1), \ldots, r_{i+1} - (2^\log(\Delta_i) - 1) = r_i - \Delta_i, r_i + 2\Delta_i.
\]
and since the fitness improves in every step but the last one, IPS will stop at \( r_i \) and restart exploration from there. All points but \( r_i - \Delta_i \) are guaranteed to exist and are contained in \( \{\ell_{i+1}, \ldots, r_{i+1}\} \); so IPS evaluates \( \Delta_i + 1 \) different search points from that set before restarting exploration. From \( r_i \), IPS needs time at least \( T(\ell_i, r_i) - 1 \) since so far IPS has evaluated a single search point from the set \( \{\ell_i, \ldots, r_i\} \), namely \( r_i \). We thus have established the recurrence
\[
T_{i+1}(\ell_{i+1}, r_{i+1}) \geq \Delta_i + T(\ell_i, r_i).
\]
Similarly, if \( \ell_{i+1} \) exists and IPS starts from there, it will sample points at
\[
\ell_{i+1}, \ell_{i+1} + 2^j - 1, \ldots, \ell_{i+1} + 2^\log(\Delta_i) - 1 = r_i - \Delta_i, r_i + 2\Delta_i.
\]
The fitness improves in each step but the last one, and so IPS will stop at \( r_i \) and start exploration from there. Not counting the evaluation of \( r_i + 2\Delta_i \), IPS evaluates \( \Delta_i + 2 \) search points, hence as above we get
\[
T_{i+1}(\ell_{i+1}, r_{i+1}) \geq \Delta_i + T(\ell_i, r_i).
\]
Putting (1) and (2) together, we have shown
\[
T(\ell_i, r_i) \geq \sum_{j=1}^{i-1} \Delta_j + T(\ell_0, r_0) \geq 1 + \sum_{j=1}^{i-1} \log(r_j - \ell_j).
\]
Note that for \( i \geq 1 \) the difference \( r_{i+1} - \ell_{i+1} \) does not depend on whether \( f(\ell_i) > f(r_i) \) or not, hence w.l.o.g. we use the definition of \( \ell_{i+1}, r_{i+1} \) from the case \( f(\ell_i) > f(r_i) \). Along with \( \Delta_i \geq r_i - \ell_i + 1 \) we get
\[
r_{i+1} - \ell_{i+1} = r_i + \Delta_i - 1 - (r_i - 2\Delta_i + 1) = 3\Delta_i - 2 > 3(\ell_i - r_i).
\]
Expanding and using \( \ell_i - r_i = 2^j \) yields
\[
r_{i+1} - \ell_{i+1} > 2 \cdot 3^j.
\]
Thus,
\[
T(\ell_i, r_i) \geq 1 + \sum_{j=1}^{i-1} \log(2 \cdot 3^{j-1})
\]
\[
= i + \sum_{j=0}^{i-2} \log(3^j)
\]
\[
= i + \log(3) \cdot \frac{(i - 2)(i - 1)}{2} > \frac{\log(3)}{2} \cdot i^2 - O(i).
\]
It is easy to verify by induction that \( r_i \leq 7^i - 1 \) and \( |\ell_i| \leq 7^i - 1 \) for all \( i \in \mathbb{N} \). Putting \( i := \lceil \log_2(\Delta) \rceil + 1 \) then gives a lower bound of
\[
\frac{\log(3)}{2} \cdot (\log_2(2))^2 \cdot (\log\Delta)^2 - O(\log\Delta) > \frac{(\log\Delta)^2}{10} = O(\log\Delta).
\]

4.4 Original AVM is Slow on Average

The bad worst-case performance of IPS is not simply due to few unlucky choices of the initial point. In fact, most starting points lead to a running time of order \( \Theta((\log d)^2) \). For the specific function \( f(x) = |x| \) we show that when the target is chosen such that the distance between starting point and target is uniform in some interval, then we still get a lower bound of order \( (\log d)^2 \).

Note that \( f(x) = |x| \) is quite an easy function as points closer to the optimum 0 are better than points that are further away from it. This encourages IPS to stop at the closest point to the optimum traversed in a pattern search, but we still get a time of \( \Omega((\log d)^2) \).

**Theorem 3.** Consider iterated pattern search minimising the function \( f(x) = |x| \) such that the target is chosen uniformly at random from \( \{-2^i, \ldots, 2^i - 1\} \), for some \( i \in \mathbb{N}_0 \). The expected number of unique fitness evaluations is at least \( \frac{i^2}{2} \).

**Proof.** Let \( T(i) \) denote the expected number of different search points queried when the target is chosen uniformly at random from \( \{-2^i, \ldots, 2^i - 1\} \). The claim \( T(i) \geq i^2/6 \) is trivial for \( i = 0 \) and \( i = 1 \).

If IPS starts at some value \( x < 0 \) (the case \( x > 0 \) is symmetric), IPS will start a pattern search exploring points with higher indices, querying points at \( x_1 := x + 2^0, x_2 := x + 2^1, x_3 := x + 2^1 + 2^2, \ldots \). (We do not count a potential evaluation of the point at \( x - 1 \) since it might not be in the domain of feasible search points.) Let \( x := x + \sum_{j=0}^i 2^j = x + 2^j - 1 \) for \( 1 \leq j \leq i \) be the first search point queried where \( x_j \geq 0 \). Now IPS will stop pattern search and continue with either \( x_{j-1} \) or \( x_j \), depending on which is better. If \( x_j \) is better, IPS will also query \( x_{j+1} \), but as this might be out of range, we do not count a potential evaluation of \( x_{j+1} \).

Due to the fitness function used, the point with the smaller absolute value from either \( x_{j-1} \) or \( x_j \) is better. Note that their index difference is \( x_j - x_{j-1} = 2^j - 1 \), so \( x_j \in \{0, \ldots, 2^j - 1\} \). If \( x_j \in \{0, \ldots, 2^j - 2\} \), \( x_j \) is better than \( x_{j-1} \), and IPS starts another pass at \( \{0, \ldots, 2^{j-2} - 1\} \). Otherwise, \( x_{j-1} \) is better and IPS will start another pass at \( \{-2^2 - 2^2 - 2^j + 1, \ldots, 0\} \). All these positions are attained with the same probability, hence we are in the same setting as described in the statement, with \( j = 2 \) in place of \( i \).

The probability of stopping at \( x_j \) being the first point where \( x_j > 0 \) (when starting at \( x > 0 \)), for \( 1 \leq j \leq i \), is \( 2 \cdot 2^j/2^{i+1} = 2^{i-j} - 1 \) as there are \( x_j - x_{j-1} = 2^{i-j} \) positions for \( x \) where this happens when \( x < 0 \) and the same holds for \( x > 0 \). Recall that all initial positions are chosen uniformly at random, and there are \( 2^{i+1} \) feasible positions.

While getting to \( x_j \) IPS has queried at least \( j + 1 \) mutually different points \( x, x_1, \ldots, x_j \). Then the remaining time is at least \( T(j - 2) - 1 \); the reason for subtracting 1 is that we have already queried \( x_j \). Defining \( T(-1) := 0 \), we have established the following recurrence
\[
T(i) \geq \sum_{j=1}^{i} (2^j i-j-1) \cdot (j+1 + T(j-2) - 1)
\]
\[
= \sum_{j=1}^{i} j \cdot 2^j i-j-1 + \sum_{j=1}^{i} 2^j i-j-1 \cdot T(j-2)
\]
\[
= \sum_{j=0}^{i-1} (j+1) \cdot 2^j i-j-1 + \sum_{j=0}^{i-2} 2^j i-j+1 \cdot T(j)
\]
\[
= i - 1 + 2^j - 1 + \sum_{j=0}^{i-2} 2^j i-j+1 \cdot T(j)
\]

having used \( \sum_{j=0}^{i-1} (j+1) \cdot 2^j i-j-1 = i - 1 + 2^j - 1 \).
Assume for an induction that \( T(j) \geq j^2/6 \) all \( 0 \leq j < i \). Then
\[
T(i) = i - 1 + 2^{-i} + \sum_{j=0}^{i-1} 2^{-j} = i - 1 + 2^{-i} + \frac{1}{6} \sum_{j=0}^{i-1} 2^{-j} \cdot j^2
\]
\[
= i - 1 + 2^{-i} + \frac{1}{6} \left(-4i + 6 + i^2 - 6 \cdot 2^{-i}\right)
\]
\[
= i^2 + \frac{i}{3}
\]
which implies the claim. \( \square \)

5. NEW LOCAL SEARCHES FOR THE AVM

We now show that other local searches used in the framework provided by AVM only require \( \Theta(\log d) \) evaluations instead of \( \Theta((\log d)^2) \). This yields significant speedups over AVM’s original local search method IPS, if the initial distance \( d \) to the optimum is not very small.

Our results formally only hold for unimodal functions, but they also indicate more generally that our new local searches converge faster to local optima. The reason is that the basin of attraction around a local optimum has the properties of a unimodal function. So, our analysis is partly applicable in a much wider context; exploring this further is left for future work.

5.1 AVM with Geometric Search

We propose a more novel local searches that locate the optimum of a unimodal function more efficiently after the first exploration. The following Geometric Search uses a variant of binary search. The idea is to perform a pattern search, and then to use binary search to home in on the target. We will see that then the optimum of any unimodal function is found in time logarithmic in the initial distance. We call it “Geometric Search” since the initial pattern search is performed with a geometric sequence of numbers.

**Algorithm 3** Geometric search, starting at \( x \in D \)

1: if \( f(x - 1) \geq f(x) \) and \( f(x + 1) \geq f(x) \) return \( x \)
2: if \( f(x - 1) \leq f(x + 1) \) then let \( k := -1 \) else let \( k := 1 \)
3: while \( f(x + k) < f(x) \) do
4: let \( x := x + k, k := 2k \)
5: let \( \ell := \min(x - k/2, x + k), r := \max(x - k/2, x + k) \)
6: while \( \ell \neq r \) do
7: if \( f\left(\left(\ell + r\right)/2\right) \leq f\left(\left(\ell + r\right)/2 + 1\right)\) then
8: \(\ell := \left(\ell + r\right)/2\)
9: else
10: \(r := \left(\ell + r\right)/2\)
11: return \( \ell \)

Geometric Search uses the same “geometric” pattern search as IPS, but afterwards uses a variant of binary search to narrow down the optimum. Thereby we are using that if pattern search queries search points \( x_{j-1}, x_j, x_{j+1} \), stopping at \( x_j \), we know that \( f(x_{j-1}) > f(x_j) \leq f(x_{j+1}) \). This implies that, if \( f \) is unimodal, the global minimum must lie in the set \( \{x_{j-1}, \ldots, x_{j+1}\} \).

**Theorem 4.** Consider a one-dimensional search on a unimodal function where \( d \) denotes the initial distance from the starting point to the optimum. Then Geometric Search finds an optimum after querying at most 3 log \( d + 5 \) search points.

**Proof.** Let \( i \) be such that \( 2^i \leq d < 2^{i+1} \). By the same arguments as in the proof of Theorem 1 pattern search stops at either \( 2^i - 1 \) or \( 2^{i+1} - 1 \) after querying at most \( i + 3 \) points. We pessimistically assume that it stops at \( 2^{i+1} - 1 \), which results in the algorithm putting \( \ell := 2^i - 1 \) and \( r := 2^{i+2} - 1 \). We claim that each iteration of binary search updates \( \ell, r \) towards \( \ell', r' \) such that \( r' - \ell' \leq \lfloor (r - \ell)/2 \rfloor \). If \( r' = \lfloor (\ell + r)/2 \rfloor \) we have
\[
\ell' = \left\lfloor \frac{\ell + r}{2} \right\rfloor = \left\lfloor \frac{r - \ell}{2} \right\rfloor.
\]
Otherwise, \( \ell' = \left\lfloor \frac{\ell + r}{2} \right\rfloor + 1 \) and using \( -|x| - 1 \leq \lfloor -x \rfloor \) for \( x \in \mathbb{R} \) we get
\[
r' - \ell' = r - \left\lfloor \frac{\ell + r}{2} \right\rfloor - 1 \leq r + \left\lfloor -\frac{\ell + r}{2} \right\rfloor = \left\lfloor -\frac{r + \ell}{2} \right\rfloor.
\]
Initially \( r - \ell < 2^{i+2} \), and due to the floor functions we get the same recurrence as for \( 2^{i+1} \). Two queries are needed to replace the current distance by its floored half, ending at 0 with no further queries. Hence we need an additional amount of \( 2i + 2 \) queries, leading to a total of \( 3i + 5 \leq 3 \log d + 5 \) queries. \( \square \)

5.2 AVM with Lattice Search

Lattice Search [15] is a refinement of Fibonacci Search [7] for integer domains. It can find the minimum of a unimodal function on a domain of integers \( \{1, \ldots, \ell, r\} \) using \( n = 2 \) function evaluations [15, page 190], where \( F_n \) is the \( n \)-th Fibonacci number: \( F_1 = 1, F_2 = 1, \) and \( F_{n+2} = F_n + F_{n+1} \) for \( n \in \mathbb{N} \) (Mona-\( h\)an [15, page 190] uses the definition \( F_0 = 1, F_1 = 1, F_2 = 2 \ldots \)). Search points are evaluated according to Fibonacci numbers in such a way that only one new search points needs to be evaluated in each iteration. This makes Lattice Search faster than Geometric Search.

Our local search using Lattice Search is as follows.

**Algorithm 4** Lattice search, starting at \( x \in D \)

1: if \( f(x - 1) \geq f(x) \) return \( x \)
2: if \( f(x - 1) < f(x + 1) \) then let \( k := -1 \) else let \( k := 1 \)
3: while \( f(x + k) < f(x) \) do
4: let \( x := x + k, k := 2k \)
5: let \( \ell := \min(x - k/2, x + k), r := \max(x - k/2, x + k) \)
6: let \( \ell \neq r \) do
7: if \( f\left(\left(\ell + r\right)/2\right) \leq f\left(\left(\ell + r\right)/2 + 1\right)\) then
8: \(\ell := \left(\ell + r\right)/2\)
9: else
10: \(r := \left(\ell + r\right)/2\)
11: return \( \ell \)

Note that the initial pattern search is done in a geometric fashion, i.e., increasing the step size geometrically as in IPS and Geometric Search. There is a related search technique called Fibonacci Search [4] (not to be confused with Fibonacci Search) where pattern search is done by means of Fibonacci numbers. The reason that we are using geometric pattern search is that it is generally faster.

Lattice Search further improves the leading constant preceding the \( \log d \) term; using Fibonacci numbers to search for the optimum in the interval identified by pattern search is more efficient than the binary search used in our Geometric Search procedure.

**Theorem 5.** Consider a one-dimensional search on a unimodal function where \( d \) denotes the initial distance from the starting point to the optimum. Then Lattice Search finds an optimum after querying at most \( 2.45 \log d + O(1) \) search points.

Due to space restrictions, we omit the proof. It follows from previous arguments, the analysis of Lattice Search [15, page 190] and...
rewriting the following closed formula for Fibonacci numbers:

$$F_n = \frac{(1 + \sqrt{5})^n - (1 - \sqrt{5})^n}{2^n \cdot \sqrt{5}}.$$  

6. EMPIRICAL EXPERIMENTS

We now provide an empirical comparison of AVM using our different local searches to complement our theoretical results. We first show results on a simple function, designed to provide empirically confirmed pattern search depends on the precise choice of the starting point. The performance is symmetric around 0 (modulo tiny differences in tie-breaking) and the pattern looks like a fractal structure.

![Figure 1: Mean number of fitness evaluations for optimising $f(x) = |x|$ with various local searches. The domain is chosen as $\{-2^i, \ldots, 2^i - 1\}$ for $i \in \{0, \ldots, 31\}$.](image1)

The empirical results agree with our theoretical results as one can clearly see a different scaling behaviour between IPS and our two new local searches, Geometric and Lattice. For small $d$ the performance is similar, but as $d$ grows the differences become obvious.

A second order polynomial was fit to the average running times of IPS using a weighted non-linear regression and then the $\chi^2$ test was used to assess the goodness of fit. The equation of the fitted curve is as follows: $T(i) = 1.5189 + 0.717115 \cdot i + 0.109623 \cdot i^2$, where $T$ is the mean number of fitness evaluations. Note that the leading constant 0.109623 almost exactly matches the constant $1/6 \times 0.166666 \ldots$ from Theorem 3. For the fit, the obtained value of $\chi^2$ is 27.6887 and the number of degrees of freedom is 32 – 3 = 29. Since $P(\chi^2 > 27.6887) = 0.5345$, it suggested that the fit is of high quality and explains the experimental results very well.

In Figure 2 we additionally show how the performance of iterated pattern search depends on the precise choice of the starting point. The performance is symmetric around 0 (modulo tiny differences in tie-breaking) and the pattern looks like a fractal structure.

![Figure 2: Number of fitness evaluations for optimising $f(x) = |x|$ with IPS for each starting position, $x_1 \in [-1024, 1023]$.](image2)
This reflects the recursive nature of IPS, which also became visible in the recurrence arguments used in our proofs from Section 4. In accordance with our average-case analysis from Theorem 3, many starting points lead to rather high running times.

### 6.2 Experiments with Real-World Test Objects

In order to compare the performance of the local searches in a practical setting, we implemented our new AVM searches into and conducted our experiments with the IGUANA toolset [13], and selected four test objects, details of which are shown in Table 1. Each test object is written in C, and its source code was automatically instrumented by IGUANA for the purposes of collecting fitness information. The `clip_to_circle` function is from the graphical front-end of the SPICE electronic circuit simulator. The functions `gimp_rgb_to_hsv_int` and `gimp_hsv_to_rgb_int` are colour space converters from the GIMP image editor. Finally, `validate_card` is an implementation of the Luhn algorithm for checking 16 digit credit card numbers. Each test object consists of nested control structures in the form of if statements, switch statements and loops. IGUANA creates a pair of true and false branches when it detects that control flow diverges in the source code of a C function. Because there can be multiple pairs of branches in a single test object, each pair is labelled numerically.

In the experiments each local search was applied to each branch and the number of unique fitness evaluations needed to cover each branch was counted. This process was repeated 100 times with a different seed being used to initialize the random number generator in each run. For practical reasons the maximum number of fitness evaluations to cover any one branch was capped at 100,000. For each branch pairwise comparisons of the runtime distributions corresponding to different local searches were performed using the Mann-Whitney U test. The results including raw p-values and non-parametric effect sizes, $A_{12}$, are shown in Table 2.

Only branches where random search performed notably worse than at least one of the local searches (i.e. $p < 0.05$ (significant) and $A_{12} > 0.56$ (at least small effect size)) are considered. The purpose of filtering was to remove branches that are covered easily by any search as there is no reason to design a better algorithm for these branches. Similarly, there were 11 branches which were either infeasible (i.e. no inputs from the input domain execute it) or so hard that none of the tested algorithms found an optimum. In total, 24 out of 82 branches satisfied the selection criteria.

We used a sampling approach to investigate how many fitness landscapes presented to a local searcher are unimodal (details are omitted due to a lack of space). Across all branches listed in Table 2, 13% of landscapes were strictly unimodal and 62% had a similar property: all local optima were also global optima. Only 25% of all sampled settings contained local optima, which were not globally optimal; almost all of these belonged to SPICE.

For 14 out of the 24 branches, both Geometric and Lattice perform better than IPS. There were in total 16 branches where Geometric or Lattice were significantly better than IPS, and on 12 of these the effect size was medium or large. In a similar way it is observed that Lattice generally outperforms Geometric; however the effect sizes for such comparisons are typically smaller. Another important result is that the difference in runtime performance between two local search algorithms varies according to the specific branch. On some branches all local searches appear to perform equally well, whereas on other branches one local search is clearly better than another.

The largest improvements were observed with the `clip_to_circle` function (from the SPICE project). For the other functions, however, branches were covered relatively quickly regardless of the local search used, leading to a difference of only one or two evaluations on average. This is likely due to their function’s small input domain size (see Table 1). While results for these functions were significant, the difference in runtime from a practical standpoint is almost negligible. There are also branches where significant differences between the runtime distributions of local searches exist but the calculated effect sizes are marginally small. Because no correction was made for multiple comparisons, it is likely that a few of the “less significant” results are false positives.

Furthermore, there is one branch (namely branch 14T of the `gimp_rgb_to_hsv_int` test object) in which IPS performs far better than both Geometric and Lattice. It is clear that this branch is difficult to cover because it was the only branch in all test cases which local searches failed to cover within the allowed number of fitness evaluations. The success rates for this branch are 0% for Random, 93% for IPS, 6% for Geometric and 2% for Lattice. Additional experiments with 10 runs per search and without a limitation on the maximum number of fitness evaluations gave the median number of fitness evaluations to achieve coverage of this branch to be 923, 862 for Geometric and 539, 127.5 for Lattice. We observed that all searches frequently resorted to restarting, with Geometric and Lattice only able to hit the target when a restart produces a solution with at least 2 out of 3 variables already optimised by chance. We found that the fitness landscape of the branch contains several plateaux, and IPS seems to perform better on this branch because it has a higher tendency to explore these plateaux. Further investigations with this branch and the Wegener Genetic Algorithm [6, 18] revealed the GA was much more efficient at finding a solution, requiring only 4, 795 evaluations as a mean average (median = 4633.5), compared to approximately 31, 000 for the AVM with IPS. This is a significant result ($p = 7.9 \times 10^{-18}$), with a large effect size ($A_{12} = 0.85$). This result fits with those from previous studies in search-based test input generation, where the AVM works most efficiently for simple fitness landscapes with “obvious” optima, whereas diversifying GAs are more efficient at navigating less smooth landscapes generated by more difficult branches [6].

### 6.3 Threats to Validity

We briefly consider some threats to validity associated with our study. From the point of view of external threats, the test objects in our experiments may not generalise in practice, however, care was taken to select them from real-world open source examples. These examples go beyond the bounds of our theory, but still show positive results in the majority of cases. From the point of view of internal threats, possible errors come from our implementation of the techniques. However, as shown with the simple and controlled `is_zero` example, empirical results closely matched those expected from our theoretical observations. Furthermore we used non-parametric statistical tests to analyse our results, i.e. the Mann-Whitney U test and the Vargha-Delaney $A_{12}$ statistic, both of which do not have assumptions regarding normality of the sample means, avoiding a further potential source of error from our analysis.

### 7. CONCLUSIONS AND FUTURE WORK

We have analysed the performance of the original AVM incorporating Iterated Pattern Search (IPS), proposing to replace the

<table>
<thead>
<tr>
<th>Function name</th>
<th>No. of branches</th>
<th>Inputs and Ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>clip_to_circle</code></td>
<td>42</td>
<td>${x_1 \ldots x_2} \in {-2^{18}, 2^{18} - 1}$</td>
</tr>
<tr>
<td><code>gimp_rgb_to_hsv_int</code></td>
<td>14</td>
<td>${x_1 \ldots x_3} \in {0, 255}$</td>
</tr>
<tr>
<td><code>gimp_hsv_to_rgb_int</code></td>
<td>16</td>
<td>$x_1 \in [0, 360], {x_2, x_3} \in [0, 255]$</td>
</tr>
<tr>
<td><code>validate_card</code></td>
<td>10</td>
<td>${x_1 \ldots x_6} \in {0, 9}$</td>
</tr>
</tbody>
</table>
latter with faster local searches, Geometric and Lattice Search. On strictly unimodal functions, these searches provably need less time than IPS. IPS requires time $O((\log d)^3)$ while our new searches need time $O(\log d)$, where $d$ is the initial distance to the optimum. These theoretical results were confirmed with experimental optimisation testing the easy function $f(x) = |x|$.

We further empirically analysed Geometric and Lattice Search on test objects that gave rise to unimodal as well as multimodal functions. For multimodal functions there are no non-trivial performance guarantees for any local search; our experiments therefore extend the realm of what can be proven theoretically. Considering branches where any variant of AVM performed significantly better than random search, we found that both Geometric and Lattice performed better than IPS on a majority of branches. There was only one particular branch where IPS performed better (probably due to its better exploration). However, this branch was handled more efficiently by a Genetic Algorithm, as is generally the case for more complex landscapes. Local searches excel in simple conditions, and our paper instead concentrates on improving the AVM for these cases, which have been shown in the test input generation literature to be very common for procedural C programs [6].

With respect to applying the results of our paper, it is not clear what the fitness landscape looks like in advance of test input generation in practice. While further research is required to investigate this problem, our new local searches for the AVM may be used to further improve results with Memetic Algorithms (MAs) [5, 6], which combine diversifying GA searches with intensifying local search algorithms. Such an approach was found to provide the “best of both worlds” for test input generation in Harman and McMinn’s study [6]. Thus, further work is needed to investigate the performance of our new local searches with the AVM when integrated into an MA.
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### Table 2: Results of test case experiments. The $p$-values formatted in bold indicate significance at the 0.05 level. Similarly, effect sizes that are large, medium, small and negligible are distinguished by bold, underlined, italic and normal formatting respectively.

<table>
<thead>
<tr>
<th>Function</th>
<th>Branch</th>
<th>Median no. of fitness evaluations</th>
<th>IPS v Geometric</th>
<th>IPS v Lattice</th>
<th>Geometric v Lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>clip_to_circle</td>
<td>1F</td>
<td>600</td>
<td>0.18</td>
<td>0.82</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>10F</td>
<td>600</td>
<td>0.18</td>
<td>0.82</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>55T</td>
<td>1515.0</td>
<td>1098.0</td>
<td>4.1 × 10^-3</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>55F</td>
<td>552.5</td>
<td>303.5</td>
<td>6.3 × 10^-1</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>57T</td>
<td>550.5</td>
<td>361.0</td>
<td>9.1 × 10^-5</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>61T</td>
<td>484.5</td>
<td>267.5</td>
<td>3.0 × 10^-8</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>66T</td>
<td>544.0</td>
<td>287.0</td>
<td>3.0 × 10^-8</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>68F</td>
<td>833.0</td>
<td>422.5</td>
<td>2.1 × 10^-8</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>70F</td>
<td>710.5</td>
<td>523.0</td>
<td>2.8 × 10^-8</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>74T</td>
<td>736.0</td>
<td>450.5</td>
<td>9.0 × 10^-6</td>
<td>0.64</td>
</tr>
<tr>
<td>gimp_rgb_to_hsv_int</td>
<td>14T</td>
<td>31779.0</td>
<td>&gt;100000.0</td>
<td>2.2 × 10^-16</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>17T</td>
<td>36.0</td>
<td>9.0 × 10^-1</td>
<td>0.49</td>
<td>1.5 × 10^-1</td>
</tr>
<tr>
<td>gimp_hsv_to_rgb_int</td>
<td>4T</td>
<td>21.5</td>
<td>8.5 × 10^-1</td>
<td>0.85</td>
<td>6.4 × 10^-1</td>
</tr>
<tr>
<td></td>
<td>11T</td>
<td>21.0</td>
<td>16.0</td>
<td>4.8 × 10^-4</td>
<td>1.3 × 10^-1</td>
</tr>
<tr>
<td>validate_card</td>
<td>5F</td>
<td>6.0</td>
<td>5.0</td>
<td>7.5 × 10^-3</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>7F</td>
<td>6.0</td>
<td>6.0</td>
<td>5.8 × 10^-1</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>9F</td>
<td>6.5</td>
<td>5.5</td>
<td>6.1 × 10^-5</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>9T</td>
<td>6.0</td>
<td>5.0</td>
<td>7.9 × 10^-6</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>11T</td>
<td>6.0</td>
<td>5.5</td>
<td>9.0 × 10^-6</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>11F</td>
<td>5.0</td>
<td>6.0</td>
<td>1.1 × 10^-1</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>14T</td>
<td>13.0</td>
<td>13.0</td>
<td>1.0 × 10^-1</td>
<td>1.4 × 10^-1</td>
</tr>
<tr>
<td></td>
<td>14F</td>
<td>7.0</td>
<td>6.0</td>
<td>1.5 × 10^-2</td>
<td>1.0 × 10^-1</td>
</tr>
</tbody>
</table>
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